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Abstract: Feature selection is crucial in machine learning community for land use and land cover 

classification. The increased level of features in image classification significantly impacts the 

possibility of classification accuracy. Since the advent of big data, the digital image has expanded, 

and a significant amount of earth observation data has become freely accessible. Therefore, feature 

selection is not just about dealing with a vast volume of developing big data; it's also about knowing 

which features to extract and which are more valuable. Feature selection (FS) seeks to determine the 

smallest possible number of attributes needed to maintain the class probability distribution as close to 

the original distribution of all features as is practical. The rigorous feature selection method plays a 

significant role in reducing the processing time and storage space while it is producing higher 

accuracy than the initial datasets. The main objective of this study is to examine state-of-the-art 

feature selection approaches to improve pixel and object-based image classification accuracy. In 

addition, Planetscope high resolution satellite datasets and a robust Support vector machine (SVM) 

will be employed for pixel and object-based LULC classification of the Kolkata metropolitan area. 

The novel feature selection algorithms, e.g., Gain Ratio, information gain, correlation, Fisher's 

criterion (F-score), Relief will be examined based on accuracy assessment indices, e.g., overall 

accuracy, kappa, precision, recall, etc. Several spectral (mean and standard deviation of image pixel 

value), textural (Grey level co-occurrence matrix), and morphological features (area, compactness, 

density, etc.) will be extracted and fed into the features selection algorithms to obtain the robust 

features. The best features will be used for pixel and object-based LULC classification pipelines to 

achieve the best accuracy. This study could be a novel guideline to address the robust feature 

selection algorithm and best features to map essential urban land use and land cover for urban policy 

improvement.  

Keywords: Feature selection, Pixel-based classification, Object-based classification, 

Support vector machine, Machine learning 
 
 

1. Introduction: 

The use of Urban land is the highest level of alteration and modification made by the 

human on the Earth. It is also a primary reflection of socio-economic function and human 

activity (B. Chen et al., 2021; Gong et al., 2020). The highest level modification of earth 

surface widespread effects on climate, biodiversity, food production, public health and 

living standard (Clinton et al., 2018; Grimm et al., 2008; Seto & Shepherd, 2009). 
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Urbanization is one of the most important aspects of the contemporary globalization era 

(Wang et al., 2021). Over half of the global population resides in urban areas, which 

comprise only 3% of the earth's land surface (Liu et al., 2014).  According to the United 

Nations, in 2019 it is anticipated that more than half around 4.3 billion people of the 

world’s lives in urban areas and it will reach around 9.8 billion in 2050. Among this 

population, more than twice which is around 6.7 billion people (66%) will live in urban 

areas (Henderson, 2003; UN-DESA, 2014). The prime reason for urbanization from 

regional to a global scale is the rapid conversion of rural land to urban land (Gao & 

O’Neill, 2020; Seto et al., 2011). Rapid urbanization is fostering various forms of social 

and economic development (Fan et al., 2018). Numerous issues arise in urban areas as a 

result of social and economic development, including traffic jams, urban sprawl, 

pollution, depletion of natural resources, and ecological crises (J. Chen et al., 2016; Lu et 

al., 2021).  However, the large-scale details of the land use map are limited to the 

metropolitan city level (T. Hu et al., 2016). So urban land use is essential to understanding 

the diverse urban functionality and challenging socio-economic issues of urban areas, 

supporting urban planning, urban sustainability analysis, and sustainable development 

(Seto & Pandey, 2019). The land use classification mapping standard on data source, data 

availability, methodological approach, classification scheme varies from city to city and 

country to country (B. Chen et al., 2021; Gong et al., 2020). The source of this kind of 

differentiation are differentiate complex built up to high level semantic labels (Zhang et 

al., 2018; Zhang et al., 2019), financial support and skills of mapping personnel (Gong et 

al., 2020), secure of spatial and temporal explicit with very high-resolution datasets (B. 

Chen et al., 2021). The real-time precision of the land use category is critical to the 

availability of data for the planet's dynamic monitoring and management. It gets more 

challenging to create an accurate, current real-time urban land use map due to the 

continued increase in urbanization (B. Chen et al., 2021). In order to monitor and assess 

urban development, whether it be sprawl or compact, current and comprehensive 

information regarding the various land use classes in metropolitan areas is necessary. The 

urban land use map is the ultimate way to address various socio-economic, environmental 

challenges caused by urbanization in city scale, regional level, national level and global 

level. All the challenges demarcate the importance of developing a robust and cost-

effective data model framework. It also helps in approaching to derive an accurate and 

real time urban land use classification map.  
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Land use and land cover data are crucial for various geospatial applications such as 

environmental management, flood risk modeling, urban planning, and sustainable 

development to support the SDG (Banzhaf et al., 2017; Patino & Duque, 2013; United 

Nation., 2015; Schulz et al., 2021). According to Riggan and Weih (2009)  the land use 

and cover map arranges spatial data about the various visible features on Earth's surface, 

including vegetation, built-up areas, crops, and other land uses like waste, fallow, and 

agricultural land. Any covering of the earth's surface, including water, plants, bare soil, 

and urban infrastructure, is referred to as "land cover". According to Use & Anderson, 

(2017) land use is the term used to describe the usage of land for uses other than 

agriculture, such as recreation, wildlife habitat etc. The identification of land cover 

establishes the baseline from which monitoring activities can be conducted. 

India, one of the most developing countries shares a very significant characteristics 

features of urbanization. In 2001 India’s total population was 1027 million. Out of this 

population 285 million population (27.81%) lived in urban area while 742 million 

population lived in rural area and in 2011 the urban population became 31.16 percent 

(Census of India 2011). This high population growth and related urbanization creates a 

challenge for the sustainable development of cities. So, it’s very important to understand 

the factors, dynamic spatiotemporal development of cities. The urbanization affects the 

surrounding valuable natural landscape such as wetland, open Space, green space. The 

conversion of impervious surface impacts on ecosystem, biological diversity, climate etc. 

which creates various negative affects like heat island (Xu, 2007). Hence, for better 

evaluation the urban development needs recent and clear elaborate information on 

multiple land use in an urban area. The provision of information for the dynamic, 

monitoring, and management of the earth depends heavily on the real-time accuracy of 

land use maps. In land use classification discipline, a fresh opportunity for more precise 

and extensive Land use mapping is created by time series feature extraction and machine 

learning approaches (Rosier et al., 2022). However there has not a complete knowledge 

about the distribution, pattern and composition of detailed land use type in urban India. In 

recent years more efforts has been done to map the individual cities using remote sensing 

datasets (Das et al., 2021; Kantakumar et al., 2019; Paul et al., 2021). But the remote 

sensing data with social sensing data, Point of Interest data, open street map have not been 

used to map urban land use map in Urban India.  

A brief overview of the literature indicates that the fields of land use prediction, 

classification, and model development have made extensive use of machine learning 
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approaches. Additionally, it compares the performance of several models in Lulc 

classification. Because of its durability, high accuracy, and transferability, Machine 

learning technology is becoming more popular in the land use classification. It introduces 

a novel approach for classifying land uses using remote sensing technology. The 

researcher did not use high resolution satellite images, socio-economic features, machine 

learning algorithms, and ensemble machine learning models for land use land cover 

classification. This is a substantial advancement in the field of remote sensing research 

and can be regarded as a state of the art. Therefore, the primary goal of this research is to 

evaluate the machine learning models and their ensemble model in land use and land 

cover classification and categorize the detailed land use and land cover map of the 

Kolkata metropolitan area.   

The objective was taken in this study is to assess the feature selection approach of land 

use and land cover mapping in Kolkata metropolitan area. 

 

2. Study Area:  

Kolkata metropolitan area, commonly referred to as Greater Kolkata, is the country's third 

largest. There are 37 municipalities and four municipal corporations in this region, with 

Kolkata serving as the primary hub. The whole city area consists of the districts of 

Kolkata, Howrah, Hooghly, Nadia, and the north and south 24 Paragons. According to the 

Kolkata Metropolitan Development Authority, there are 14.11 million people living in this 

metropolitan area, which has a total area of 1886.67 km
2
. The population density is 7480 

persons per square kilometer. The urban area of Kolkata stretches from 88° 02´ E to 88° 

32´ E in latitude and from 22° 19´ N to 23° 01´ N in longitudinal direction. Within the 

boundaries of the Kolkata Metropolitan Development Authority (KMDA), the 1851.41 

square kilometer Kolkata Metropolitan Area is made up of three municipal corporations, 

forty-nine municipalities, and twenty-eight panchayat samity (Figure 1). 
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3. Datasets & Methodology: 

Source: Prepared by author 

                Figure 1. Study area map of Kolkata metropolitan area (KMA) 
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The remote sensing datasets, socioeconomic datasets, night light datasets, and built-up 

height datasets have all been used to conduct the necessary urban land use land cover 

mapping in the Kolkata metropolitan area. The datasets were gathered from NOAA, 

Planet, GHSL layer, and cloud platform Google Earth Engine. 

Table 1. Description of satellite data 

Bands  Spectral bands  Spectral range  Resolution 

   Spatial (meters) Temporal  Radiometric 

B1 Coastal Blue 431 – 452 nm  

 

 

      

         3 

 

 

 

 

   Daily  

 

 

 

 

    16 bits  

B2 Blue 465 – 515 nm 

B3 Green I 513 – 549 nm 

B4 Green 547 – 583 nm 

B5 Yellow 600 – 620 nm 

B6 Red 650 – 680 nm 

B7 Red Edge 697 – 713 nm 

B8 NIR 845 – 885 nm 

Source: (Planet Labs PBC, 2023) 

In this research study the entire methodological flowchart has been shown in figure 2.  

The figure shows the entire process to classify urban land use and land cover in KMA. 

 

3.1 Feature extraction: 

A survey of the literature on mapping urban land use and cover serves as the foundation 

for feature selection and conceptualization. The study utilized spectral, textural, and 

geometric satellite image features and other data for object-based and pixel-based image 

classification. Land cover mapping was accomplished by applying spectral and textural 

features in object-based image classification, or OBIA. Geometric and socioeconomic 

variables were used into OBIA to map land uses. The census features were used to 

classify the rural and urban built up in a pixel-based image classification. The features that 

were extracted were displayed on a graph. 
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3.1.1 Spectral features: 

Mean of spectral band: Extracting the mean bands from Planetscope bands allowed us to 

determine the mean spectral response of different urban land cover items. In object-based 

image analysis, the mean of the bands was used as a feature to categorize urban land 

cover. 

NDVI and NDWI:  Spectral features are superior to simple spectral band features in 

providing a contextualized understanding of an object's land cover classification (Gong et 

al., 1992; Tolentino & de Lourdes Bueno Trindade Galo, 2021). Equation 1 & 2 was 

utilized in this study to extract the Normalized Difference Vegetation Index (NDVI) and 

Normalized Difference Weighted Index (NDWI) from the satellite image. 

                𝑁𝐷𝑉𝐼 =
(𝐵𝑎𝑛𝑑4 −𝐵𝑎𝑛𝑑3)

(𝐵𝑎𝑛𝑑4+𝐵𝑎𝑛𝑑3)
……………………………………………………   (1)  

 𝑁𝐷𝑊𝐼 =  
(𝐵𝑎𝑛𝑑5 − 𝐵𝑎𝑛𝑑4)

(𝐵𝑎𝑛𝑑5 + 𝐵𝑎𝑛𝑑4)
…………… .…………………………………(2) 

 

Source: Prepared by author 

Figure 2. Methodological framework 
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3.1.2 GLCM features: 

An object's grey level cooccurrence matrix (GLCM) is a second order statistical textural 

feature (Zadeh et al., 2022). The possibility of discovering two different Gray levels in 

adjacent pixels was investigated via GLCM. It computes texture values across the 

cooccurrence matrix and evaluates the correlation between pairs of pixels (Haralick et al., 

1973). For this investigation, eight GLCM texture features were calculated. At the object 

level, the GLCM characteristics mean, variance, homogeneity, contrast, dissimilarity, 

entropy, second moment, and correlation were obtained. 

 

                   GLCM-Mean (MEA) =   ∑  𝑖(𝑝𝑖𝑗)
𝑁−1

𝑖𝑗=0
……………………… .…… .… . (3) 

                   GLCM-Variance (VAR) = ∑  𝑝𝑖𝑗(𝑖 − 𝑀𝐸𝐴)2𝑁−1
𝑖𝑗=0 …………… . . …… . . . (4)       

             Homogeneity =  ∑ ∑ (𝑃(𝑖, 𝑗) / 1 + (𝑖 − 𝑗)2)………………… .
𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1

. (5) 

             Contrast = ∑ ∑ (𝑃(𝑖, 𝑗) (𝑖 − 𝑗)2)
𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1

……………………………… . . (6) 

             Dissimilarity = ∑ ∑ (𝑃(𝑖, 𝑗)| (𝑖 − 𝑗)|)…………………………
𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1

. . (7) 

             Entropy = −∑ ∑ (𝑃(𝑖, 𝑗) 𝑙𝑜𝑔(𝑃(𝑖. 𝑗)))
𝑁𝑔
𝐽=1

𝑁𝑔
𝑖=1

…………………………(8) 

            Angular second moment = ∑ ∑ (𝑃(𝑖, 𝑗))
2
…………………………

𝑁𝑔
𝑗=1

𝑁𝑔
𝑖=1

(9) 

            Correlation = ∑ 𝑃𝑖,𝑗
(𝑖−µ𝑖) (𝑗−µ𝑗)

𝜎𝑖 𝜎𝑗

𝑁−1
𝑖,𝑗=0 ………………………………… . (10) 

 

3.1.3 GLDV features: 

The total of the GLCM diagonals is the Grey Level Difference Vector (GLDV), which is 

used to determine the absolute difference between neighbors (Aguilar et al., 2012). This 

study used equation to generate three GLDV metrics (Laliberte & Rango, 2009). 

 

𝐺𝐿𝐷𝑉𝑚𝑒𝑎𝑛 = ∑ 𝑉𝑘  𝑁2………………………………… . .(11)

𝑁−1

𝑖,𝑗=0

 

𝐺𝐿𝐷𝑉𝑐𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ∑ 𝑃𝑘 (𝑖 − 𝑗)2…………………………… . (12)

𝑁−1

𝑖,𝑗=0

 

                𝐺𝐿𝐷𝑉𝑒𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ 𝑃𝑘 (−𝑙𝑛𝑃𝑘)…………………………… .
𝑁−1
𝑖,𝑗=0 (13) 
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3.1.4 Geometry features:  

Geometric characteristics are utilized to group the things according to size and shape. 

Geometric characteristics were essentially used to classify land use. Regarding 

dimensions, form, and spatial arrangement, each urban land use is distinct (Sandborn & 

Engstrom, 2016). 

 

3.1.5 Socio economic features: 

Socioeconomic information was gathered in order to categorize the developed regions into 

rural and urban areas. Geometric mean was used to project socioeconomic data, including 

population, density, and non-agricultural worker data, in order to determine urban and 

rural built-up regions as defined by the census definition for 2021 (Lal, 2020). It was 

suggested that the population forecasting equation 14. 

       

𝑃𝑛 = 𝑃 (1 + 
𝐼 
100

)
𝑛

……………………………………………(14) 

Where, IG = Geometric mean (%); P = present population; n = Number of decades 

 

3.1.6 Night light features: 

Built-up area was extracted by means of the night light features. Every segment's night 

light characteristics were taken out and used to classify the land cover. Basically, the night 

light data collected from urban street lights, business lights, and residential lights (X. Hu 

et al., 2019). The metropolitan region was extracted using the night light attributes. 

 

3.2 Feature selection: 

Feature selection (FS) seeks to determine the smallest possible number of attributes 

needed to maintain the class probability distribution as close to the original distribution of 

all features as is practical (Hall & Holmes, 2003; Venkatesh & Anuradha, 2019). 

Pedergnana et al., (2013) state that feature selection is an essential stage in the 

classification process since it improves the process and lowers dimensionality by 

removing redundant data. Gain Ratio, information gain, and correlation are three FS filter-

based techniques that were used in this study. The filter method works independently of 

the classifier. The correlation between the variable and classes is assessed using the 

correlation approach. It was anticipated by this filter approach which features were 

significantly corelated with the classes. 
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The gain ratio is an extension of information gain measures. It measures the gain ratio 

with regard to the target class in order to evaluate features. The gain ratio uses divided 

information to apply a sort of normalization to information gain (Tolentino & de Lourdes 

Bueno Trindade Galo, 2021). The gain ratio is defined as (equation 15) 

 

                         GainRatio (D) = 
 𝑎𝑖𝑛 (𝐴)

𝑆𝑝𝑙𝑖𝑡𝐼𝑛𝑓𝑜𝐴(𝐷)
………………………… . . …………(15) 

 

According to Tolentino & de Lourdes Bueno Trindade Galo, (2021) information gain 

(equation 16) is the difference between the initial and updated knowledge requirements 

based on the percentage of classes. 

 

                      Gain (A) = Info(D) – InfoA(D)…………………………………...(16) 

 

3.3 Machine learning algorithms selection: 

The classical machine learning algorithms Support Vector Machine (SVM), Random 

Forest (RF), Decision Tree (DT), Artificial Neural Network (ANN) and ensemble ML 

model were implemented in Object based image analysis based on the literature.  

Support Vector Machine (SVM): SVM is a data-driven method for addressing the 

classification issue. A hyperplane or collection of hyperplanes is constructed by the SVM 

to classify all inputs in a high-dimensional space (Gove & Faytong, 2012). The SVM-

RBF was utilized to tackle the multi-class classification problem. K-fold cross validation 

was used to modify the SVM's cost and gamma parameter in order to reduce overfitting 

and underfitting and enhance classification accuracy for the best possible model fitting 

(Persello & Bruzzone, 2014). The optimum parameter selection was achieved using SVM 

with linear, RBF, and polynomial kernels.  

Random Forest (RF): An RF classifier is an ensemble classifier consisting of multiple 

decision trees that utilizes a randomly selected subset of the training set and variables 

(Belgiu & Drăgu, 2016). A statistical instrument called the margin function calculates the 

difference between the average number of votes cast for the correct class and the incorrect 

class. 

 

 𝑔(𝑋, 𝑌) =  𝑎 𝑘 𝐼( 𝑘 (( ) =  ) − 𝑎 𝑗  𝑎 𝑘𝐼( 𝑘 ( )) −𝑗) … (17) 
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The development of a high-accuracy model involved parameter adjustment using the 

number of estimators and leaves. The ensemble model employs bagging to generate 

multiple predictors and aggregate their votes for a final decision. The bagging of random 

forest categorizes the number of decision trees from a specific subset of training data 

(Chowdhury, 2024).   

Artificial Neural network (ANN): A supervised classifier machine learning system with 

multiple hidden layers is called an artificial neural network (ANN), sometimes known as a 

multilayer perception network (MLP) (Alshari et al., 2023). The backpropagation 

technique was used to generate the hidden layer and identify the underlying pattern in the 

data (Chowdhury, 2024). The feed forward neural network is the most efficient neural 

network for pattern recognition in the classification of remote sensing images (Iqbal & 

Aftab, 2019).  The input and hidden layer were connected by a weight matrix. Whereas b1 

is the bias, Z2 is the weighted sum of the same input and the hidden layer. So, the 

equation of the neuron is 

               𝑍2  = 𝑊1 . 𝑎1 + 𝑏1…………………………………… . . . (18)  

               𝑎2  = 𝑔(𝑍2)…………………………………………………… (19) 

Equation is used in ANN architecture to calculate weight. the hidden layer's output layer, 

which is produced by a different matrix and the necessary activation function using 

equation 

           𝑍3  = 𝑊2 . 𝑎2 + 𝑏2………………………………………(20) 

          𝑎3  = 𝑔(𝑍3)………………………………………………… . . (21)                

The loss function defines the difference between the input and the predicted value. 

          L(x, a
3
)……………………………………………………..(22)   

 

3.4 Performance based on quantitative indices: 

The quantitative performance of classifier models was assessed using indices including 

the F1 score for precision, recall, and accuracy evaluation. The precision (equation 23) 

value represents a positive forecast that shows the amount of expected settlement 

locations that really occur. It aids in defining the model's dependability. The number of 

true settlement points that were correctly anticipated to be settlement points, or the actual 

positive value, is the recall (equation 24) value. For a forecast result to be considered 

reasonable, it must possess perfect precision and a recall value of one or 100%. F-score 

(equation 25) illustrates the predictive value accuracy. A thorough grasp of precision and 
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recall can be obtained by utilizing the harmonic mean of precision. It is calculated using 

the weighted average of recall and precision (Li et al., 2011; Rudiastuti et al., 2022b). 

Precision =
TP

TF + FP
   …………………………………………… .… .…… (23) 

           𝑅𝑒𝑐𝑎𝑙𝑙 =
TP

TP+FN
…………………………………………………… .……… (24) 

 F − score = 2 ×
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 × Recall

Precision +  Recall
……………………………………(25) 

Where, TP=true positive, TN= true negative, FP=false positive and FN =false negative and 

observed agreement = overall accuracy.  

 

4. Results and Discussion: 

The metropolitan area of Kolkata is mapped with regard to land cover and land use. These 

maps show the detailed types of land use and land cover in the Kolkata metropolitan area. 

The three distinct categories of urban built-up areas are residential, commercial, and 

industrial. It's really hard to tell them apart from the surrounding flora that's associated 

with other built-up regions because of their poor reflectance. The rural built-up region is 

not divided into subcategories since it is difficult to differentiate between it and the 

surrounding vegetation due to its sparsely population density (Huang et al., 2020).  

 

4.1 Extracted and normalized features:               

 

Spectral, textural, and geometric aspects of the segmented images have been retrieved, 

enhancing the capacity to discriminate between various land cover and land use 

classifications. This is especially true for the land use category that distinguishes between 

built-up residential and commercial regions, resulting in a comprehensive classification of 

urban land use and land cover that yields acceptable outcomes. The optimal features for 

urban land cover and land use classification have been chosen using the combined and 

normalized features. Twenty-two features were extracted in total for the classification of 

land cover while ten features for urban land use based on the literature review. The 

retrieved characteristics were highly relevant in differentiating the land cover and land use 

groups. 
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4.2 Importance of feature categories and selection of best features: 

 

4.2.1 Feature selection in Land cover classification: 

Each feature has an associated relevance value that is calculated by considering the matrix 

of the feature selection method. Several sets of traits are identified by the four-feature 

selection process as being essential for distinguishing between LULC classes. Each FS 

technique yields feature significance values for urban land cover that vary from 0.02 to 

0.7. The qualities that appear to most successfully aid in class discrimination can be 

ranked using the FS technique. The classification of land cover is highly affected by 

spectral features like NDVI and NDWI. A violin graph has been made to represent the 

distribution range of the NDVI and NDWI index (figure 4 & 5). All metrics utilized in the 

quantification of importance consider each class's separability, and some qualities are also 

used to provide a more comprehensive picture of a single class (Tolentino & de Lourdes 

Bueno Trindade Galo, 2021). A feature's capacity to discriminate between the different 

classes in the dataset is assessed using the feature ranking technique (Chandrashekar & 

Sahin, 2014). The highest accuracy was achieved with the top 15 features according to the 

rank of four feature selection approach. The 15 features are the most suitable for the land 

cover categorization since the accuracy obtained by selecting 15 features exceeds the 

accuracy attained by selecting all features. 
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                       Figure 3. Feature importance for land cover classification 
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The features were ranked using the four features selection method. The relevance of the 

top 15 selected traits is shown in a bar graph (figure 3). The four methods for delineating 

the land cover are depicted in the figure, where the primary classification criteria were 

NDVI and NDWI.  

According to the variable importance, the most important variables in the level 1 land 

cover categorization are the NDVI, NDWI, mean, and standard deviation of the image 

bands. It makes sense that the majority of the variations between urban land cover classes 

can be explained by the vegetation, water index, and spectral mean value of band that 

characterized the farmland, fallow land built up, and wetland land cover classes. Spectral 

and textural data collected from satellite-based observations through geospatial big data 

can be used to expose the distribution, pattern, and composite of urban land cover types 

through a multidimensional lens.    

Feature selection has made use of Anova, Gini, gain ratio, and information gain. These 

methods make clear why specific standards are essential for classifying the urban 

landcover. The feature sensitivity or significance for classifying land cover has been 

presented to aid in the selection of the most noteworthy features and their importance.  

  

Source: Prepared by author 

Figure 4. NDVI data distribution in land cover classification 
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The Free Viz diagram shown above is one such technique for analyzing the probable 

significance of the chosen features in order to ascertain how features and land cover 

classes interact (figure 6). The Free Viz optimization method states that the angle between 

the arrows in a graphic reflects the connection between the features, while the length of an 

arrow in the graphic signifies the magnitude of the characteristics (Nigam et al., 2021). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Source: Prepared by author 

                                Figure 5. NDWI sample distribution 

Source: Prepared by author 

   Figure  6. free Viz diagram to show the relationship of different 

features 
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The distribution statistics of the selected attributes were computed and plotted using a 

range of diagrams. Machine learning algorithms, including RF, SVM, DT, ANN, and 

ensemble model, have been used to classify land cover using the best selected features.  

4.2.2 Experiment on training sample size and best parameter: 

The significance of the training sample size lies in the fact that the Hughes phenomenon 

has an impact on the classifiers' accuracy, which makes it crucial. Various training sample 

sizes have been tested with the ML algorithm parameters.  Table 2 shows the training 

sample size and accuracy assessment of object-based land cover and land use 

classification. 

Table 2: Sample size and accuracy assessment of OBIA land cover and land use classification 

Size of 

training 

sample 

Cross validation accuracy for 

urban land cover 

 

Size of 

training 

sample 

Cross validation accuracy 

for urban land use 

SVM RF ANN DT Ensemble SVM RF ANN ensemble 

470 0.91 0.85 0.90 0.82 0.89 320 0.89 0.82 0.89 0.88 

586 0.89 0.91 0.89 0.84 0.90 400 0.89 0.88 0.92 0.89 

704 0.91 0.92 0.88 0.90 0.89 478 0.88 0.89 0.91 0.89 

821 0.91 0.91 0.90 0.87 0.91 558 0.88 0.88 0.90 0.90 

938 0.93 0.93 0.89 0.89 0.91 638 0.89 0.87 0.93 0.89 

1056 0.94 0.92 0.91 0.88 0.92 718 0.88 0.94 0.96 0.90 

Source: Prepared by author 

The experiment shows that the absence of the optimal training sample has a major effect 

on overall accuracy. Consequently, the result shows that by reducing the influence of the 

Hughes phenomenon, identifying land use and cover using training sample sizes in 

different ratios enhances overall accuracy (Mboga et al., 2017; Mustak, 2018). 

 

4.2.3 OBIA based land cover classification: 

 

Object-based image classification has been utilized for the classification of land cover 

using machine learning and ensemble model. Level 1 classification of the object-based 

land cover has been completed with a 94% overall accuracy and kappa coefficient of 0.96. 

The built-up land cover class has the highest producer accuracy (99%) and user accuracy 

(96%). In contrast, the vegetation has the lowest producer accuracy (84%), and user 

accuracy (86%). Above 80% producer and user accuracy in the land cover classifications 

indicates strong classification performance (table 2). The confusion matrix illustrates how 

easily built-up parcels and crops can be confused for fallow land, vegetation, and other 

land cover types (figure 8A). In the urban land cover class, vegetation had the lowest 
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score for user accuracy, and producer accuracy is low on fallow land. The relatively low 

accuracy of the land cover classifications could have two possible causes. First off, there 

are many less examples of these land cover classifications than there are of the built-up 

class. Second, because the textural and spectral properties of the different land cover 

classifications are similar, machine learning algorithms have trouble differentiating 

between them. Figure 8B shows the train and cross validation accuracy of ensemble 

model in land cover classification. The PAs for agricultural and fallow land are 

significantly lower than the UAs, indicating that there are more omission errors than 

commission errors. These omission errors were caused by pixels of crop and fallow land 

being wrongly labeled as vegetation because to their similar spectral reflectance. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Land use and Land cover in  

Kolkata metropolitan area 

Source: Prepared by author 

Figure 7. LULC map of KMA 
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Different approaches have been taken in object-based image classification with regard to 

sample size, recommended best features set, and parameters of corresponding machine 

learning algorithms. Additionally, the results show that whereas producer accuracy is high, 

user accuracy in built-up and wetland areas is poor. It makes clear that most land uses are 

wrongly classified as other land cover groups, but wetlands and built-up areas are less 

commonly misclassified as such.  Overall findings suggest that the complexity of 

vegetation, fallow land, and crops is one of the causes of lower overall accuracy. The 

primary reason for the misinterpretation of vegetation and agriculture is the shared 

characteristics between built-up and fallow land. The most crucial factor to take into 

account when classifying urban land cover is the mix of classification algorithms and 

classification approach, since observations have shown to influence accuracy. 

 

 

Table 2. user and producer accuracy of ensemble model in 

land cover classification 

 

 

 

 

 

 

 

5. Conclusion and Recommendation: 

The operational mapping framework 

proposed in this research provides an affordable model framework for crucial urban land 

use and land cover mapping by utilizing publicly available high-resolution datasets. Five 

main procedures can be used to accomplish urban land use and land cover mapping: 

collecting data from multiple open sources, segmenting data at different resolutions, 

extracting features for the mapping of land use and cover, gathering samples, and 

experimenting with individual and group model mapping. The importance of data, the 

Land cover 

classes 

User 

accuracy  

Producer 

accuracy 

Built up 0.96 0.99 

Cropland 0.91 0.89 

Fallow land 0.95 0.84 

Vegetation 0.86 0.89 

Waterbodies  0.97 0.94 

Wet land  0.91 0.95 

Learning curve of ensemble model 

Source: Prepared by author 

Figure 8. A.  Confusion matrix of ensemble model in land cover classification, B. learning curve of ensemble model 

describe the training accuracy and cross validation accuracy in land cover classification, table describe the produce r 

and user accuracy of each class 

A

  

B
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optimal feature set, classification strategies, and the training sample ratio in pixel- and 

object-based land use and cover classification are all systematically explained in this 

article. The approaches and findings may change as a result of mapping multi-scale 

important urban land use and land cover categories. The feature selection approach 

showed that while spectral and textural indices have a greater contribution to 

distinguishing the land cover classes, geometrical characteristics have been used to 

categorize land use classification based on feature significance. While the NDVI and 

NDWI are the most promising features in land covet classification, built-up height and 

compactness are the promising elements to establish the land use classes. The accuracy of 

the results showed that the object-based classification methodology offers a superior 

distinction of fundamental land use land cover categories, and that the multi resolution 

segmentation method is very effective in generating the segments required for the feature 

classification. OBIA offers strong classification performance and functions well with high 

resolution datasets. Object-based image classification is a useful technique for extracting 

specific information that makes it possible to classify land use and land cover. While some 

errors have been found in the residential, commercial, and industrial classes, the wet land 

class has been detected almost perfectly. The built-up class has been identified as the 

source of the biggest mistakes. Using open-source machine learning and scientific data 

processing makes it simple to experiment with different parameters and algorithms and 

determine which categorization method works best for a certain application.  When it 

comes to classifying urban land use and land cover using high-dimensional feature sets, 

the multi-stacking ensemble model performs better than the individual model, despite the 

individual model performing well in the multi-model comparison. 
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