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Abstract: To study the performance of BDS satellite atomic clocks and the accuracy of satellite clock 

error prediction, and to compare the difference between BeiDou Regional Navigation Satellite System 

(BDS-2) and BeiDou Global Navigation Satellite System (BDS-3). On the basis of analyzing the noise, 

frequency drift and frequency stability of satellite atomic clocks with a time span of one year from 

June 2023 to May 2024, three clock error prediction models, namely quadratic polynomial (QP), grey 

model (GM), and autoregressive integrated moving average (ARIMA), were selected to fit and predict 

based on the data of 7 days. Compared with BDS-2, BDS-3 atomic clocks have a lower noise level, 

with the average annual noise levels of BDS-2 rubidium clock, BDS-3 new rubidium clock, and BDS-3 

hydrogen clock reaching 0.80 ns, 0.68 ns and 0.19 ns, respectively. Similarly, the BDS-3 atomic 

clocks have a better satellite clock frequency drift, with the annual frequency drifts of BDS-2 

rubidium clock, BDS-3 new rubidium clock, and BDS-3 hydrogen clock can achieve values of 

11.57×10-19, 3.01×10-19 and 1.57×10-19, respectively. In contrast to BDS-2, BDS-3 atomic clocks have 

higher frequency stability. Specifically, the ten thousand seconds stabilities of BDS-2 rubidium clock, 

BDS-3 new rubidium clock, and BDS-3 hydrogen clock are 4.25×10-14, 1.36×10-14 and 1.35×10-14, 

respectively. The prediction accuracy of BDS-3 hydrogen clock, and BDS-3 new rubidium clock have 

been significantly improved in comparison with the BDS-2 rubidium clock. Moreover, for ARIMA 

model, the prediction accuracy of BDS-3 hydrogen clock at 3 h, 6 h and 12 h can respectively reach 

0.19 ns, 0.26 ns and 0.33 ns. For BDS satellite clock, ARIMA has the highest prediction accuracy and 

prediction stability, the prediction accuracy and prediction stability of GM are better than that of QP. 

But for BDS-3 new rubidium clock, QP has the better prediction accuracy and prediction stability 

than GM. By this study, we can understand the performance and the clock error prediction accuracy 

of BDS satellite clock, the difference between BDS-2 and BDS-3, and provide useful references for 

modeling and refining the BDS satellite clock error. 
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Introduction 
The BeiDou Navigation Satellite System (BDS) is an independent and autonomous Global 

Navigation Satellite System (GNSS) established by China, comprising three satellite 
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navigation subsystems: BeiDou Experimental Navigation Satellite System (BDS-1), BeiDou 

Regional Navigation Satellite System (BDS-2), and BeiDou Global Navigation Satellite 

System (BDS-3). The construction of the BDS-1 commenced in 1994, and the system was 

completed and put into operation in 2000, providing positioning, timing, wide-area 

differential, and short-message communication services to Chinese users. This navigation 

satellite system has since been decommissioned. In 2004, the construction of the BDS-2 was 

initiated, and by 2012, the network formation of 14 satellites was accomplished, offering 

positioning, velocity measurement, timing, wide-area differential, and short-message 

communication services to users in the Asia-Pacific region. The construction of the BDS-3 

began in 2009, with basic services extended to countries and regions along the Belt and Road 

Initiative (BRI) starting in 2018. On July 31, 2020, the BDS-3 was officially inaugurated.  

Compared to BDS-2, BDS-3 has upgraded its regional service capabilities to provide global 

navigation and positioning services, with enhanced performance. In terms of satellite 

payloads, BDS-3 employs new rubidium atomic clock and new hydrogen atomic clock, 

further improving the satellites' performance and operational lifespan (Guo et al., 2019).  

Global navigation positioning systems are based on time measurement, where accurate 

distance measurement fundamentally relies on precise time measurement. Onboard atomic 

clocks serve as the time references for navigation positioning and are among the core 

payloads of navigation satellites, with their performance directly influencing the precision of 

navigation and positioning. Evaluations of onboard atomic clocks' noise, frequency drift, and 

frequency stability are crucial for both the maintenance and monitoring of the timing system 

and for the prediction and estimation of satellite clock error. Moreover, clock error prediction 

plays a significant role in enhancing the accuracy of real-time positioning.  

Scholars have conducted a lot of researches on the performance analysis of GNSS satellite 

clock. Senior et al. (2008) conducted a long-term analysis of GPS onboard atomic clocks, 

revealing that atomic clocks exhibit periodicity and providing guidance for refining clock 

error prediction models. Hauschild et al. (2013) conducted a short-term study on the stability 

of spaceborne atomic clocks using Kalman filtering and polynomial fitting methods. Wang et 

al. (2017) conducted frequency stability analysis on atomic clocks of BDS system, but they 

only selected a subset of BDS satellites and did not evaluate all BDS satellites. Jiang et al. 

(2019) evaluated the long-term in-orbit performance of BDS-2 onboard atomic clocks using 

five and a half years of clock error data. Mao et al. (2020) conducted periodic and stability 

analyses on the atomic clocks of BDS-3. Kan et al. (2021) performed medium to long-term 

analyses of BDS-3 onboard atomic clocks under various time synchronization systems, 
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demonstrating that the frequency accuracy and frequency drift evaluated by the three clock 

error determination systems are essentially consistent.  

Commonly used clock error prediction models include autoregressive integrated moving 

average (ARIMA), grey models (GM), linear polynomial (LP) models, and quadratic 

polynomial (QP) models, among others (Xi et al., 2014; Li et al., 2016; Huang et al., 2018). 

Due to the varying adaptability of these models and the influence of external environmental 

factors and intrinsic characteristics on atomic clocks, it is challenging to identify a clock error 

prediction model suitable for all GNSS satellites. A great deal of scholars have conducted 

researches on the prediction model of GNSS clock error. Panfilo et al. (2008) focused on the 

noise characteristics of clock error, proposing a satellite clock error prediction model that 

incorporates random walk noise. Zheng et al. (2008) addressed the limitations of traditional 

GM by improving it and utilizing the enhanced model to prediction clock error for different 

types of satellites over varying durations. Allan et al. (2016) employed statistical methods to 

investigate clock error prediction. In recent years, some scholars have achieved high 

prediction accuracy using machine learning for satellite clock error prediction. However, 

machine learning methods require the setting of numerous parameters, and the selection of 

these parameters lacks a scientific theoretical basis (Wang et al., 2021; Meng et al., 2022). 

In summary, research on BDS onboard atomic clocks has predominantly focused on BDS-2, 

while studies on BDS-3 satellite clock lack analyses of newer data, insufficiently explore the 

long-term characteristics of BDS-3 atomic clocks, and are deficient in comparative analyses 

between BDS-2 and BDS-3. 

Given the above analysis, this study, based on the analysis of satellite clock performance 

(noise, frequency drift, and frequency stability) of BDS satellite clock, employs three clock 

error prediction models (QP, GM, ARIMA) to fit and predict clock errors. It summarizes the 

prediction accuracy of different types of atomic clocks and evaluates the stability of the 

prediction models. Meanwhile, the differences between BDS-2 and BDS-3 were compared 

and analyzed. 

 
Methodology 
The noise, frequency drift, and frequency stability of satellite clock are important indicators 

for analyzing their performance. Predicting satellite clock error is of significant importance 

for real-time navigation and positioning applications. However, the prediction accuracy is 

influenced by multiple factors, including the suitability of the models and the performance 

quality of the atomic clocks. 
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Therefore, to objectively analyze the performance of BDS satellite clock and the accuracy of 

clock error prediction, this study investigates the noise, frequency drift, and frequency 

stability of the atomic clocks, and conducts a comparative analysis of three clock error 

prediction models. This approach not only evaluates the performance of the satellite clock but 

also provides useful references for selecting appropriate models for clock error prediction. 

Satellite Clock Noise 

As onboard reference for generating navigation signal and performing ranging, satellite clock 

directly determines the accuracy of the satellite's time and frequency, and consequently, the 

overall service performance of the entire navigation satellite system. To more accurately 

assess the performance of satellite clock, it is essential to first perform noise analysis on the 

satellite clock. 

A quadratic polynomial fitting is applied to data from a single day, and the residual sequence 

from the daily fitting is statistically analyzed, treating the fitting residual as the noise of the 

satellite clock. The quadratic polynomial fitting formula is as follows: 

𝑥𝑥𝑖𝑖 = 𝑎𝑎0 + 𝑎𝑎1(𝑡𝑡𝑖𝑖 − 𝑡𝑡0) + 𝑎𝑎2(𝑡𝑡𝑖𝑖 − 𝑡𝑡0)2 + ∆𝑖𝑖                             (1)                                 
𝑖𝑖 = 1,2,⋯ ,𝑁𝑁 

Where，𝑥𝑥𝑖𝑖 represents the satellite clock error, 𝑎𝑎0 is the initial clock error, 𝑎𝑎1 is the frequency, 

𝑎𝑎2 is the frequency drift, 𝑡𝑡𝑖𝑖 is the epoch time, 𝑡𝑡0 is the reference time, ∆𝑖𝑖 is the model residual 

( Huang et al., 2017 ). 

Satellite Clock Frequency Drift 

Frequency drift refers to the numerical value representing how the nominal frequency 

changes over time. In navigation and positioning, onboard atomic clocks experience 

frequency drift due to aging of internal hardware as their operational time increases, leading 

to frequency drift phenomena. Frequency drift generally exhibits a linear trend, and the 

frequency drift value of satellite clock represents the rate of frequency change. There are 

generally two formulas for calculating the frequency drift: one involves fitting the frequency 

data using least squares, and the other involves quadratic polynomial fitting of clock error. 

The least squares fitting formula is as follows: 

𝐷𝐷 = ∑ [𝑦𝑦𝑖𝑖(𝜏𝜏)−𝑦𝑦𝑖𝑖(𝜏𝜏)](𝑡𝑡𝑖𝑖−𝑡𝑡)𝑁𝑁
𝑖𝑖=1

∑ (𝑡𝑡𝑖𝑖−𝑡𝑡)2𝑁𝑁
𝑖𝑖=1

                                             (2) 

                  𝑦𝑦𝑖𝑖(𝜏𝜏) = 1
𝑁𝑁
∑ 𝑦𝑦𝑖𝑖𝑁𝑁
𝑖𝑖=1 ，𝑡𝑡 = 1

𝑁𝑁
∑ 𝑡𝑡𝑖𝑖𝑁𝑁
𝑖𝑖=1      

Where, 𝐷𝐷 is the frequency drift rate, yi(τ) is the frequency value at time ti, τ is the sampling 

interval, yi(τ) is the mean of the 1 to 𝑁𝑁 frequency data, t is the mean of the 1 to 𝑁𝑁 time data 

(Mao et al., 2011).  
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The quadratic polynomial fitting formula is as shown in Equation (1). 

Satellite Clock Frequency Stability 

Frequency stability is an indicator that measures the random fluctuations in the output 

frequency of a satellite atomic clock over a certain period of time. Therefore, frequency 

stability is not a fixed numerical value and will change over time. Generally, Allan variance 

and Hadamard variance are used to calculate frequency stability. Since Allan variance is 

typically used for statistical analysis of the frequency stability of cesium clock. The BDS is 

equipped with rubidium clock and hydrogen clock. Due to the significant frequency drift of 

rubidium clock, Hadamard variance is employed to analyze the frequency stabilities of 

atomic clocks in the BDS.  

For a frequency data sequence yn, n = {1,2, … , M}, with a sampling interval τ0 and M being 

the number of samples, the Hadamard variance based on frequency data can be expressed as: 

𝐻𝐻𝜎𝜎𝑦𝑦2(𝜏𝜏) = 1
6(𝑀𝑀′−2)

∑ [𝑦𝑦𝑖𝑖+2𝑚𝑚(𝑚𝑚) − 2𝑦𝑦𝑖𝑖+1𝑚𝑚(𝑚𝑚) + 𝑦𝑦𝑖𝑖(𝑚𝑚)]2𝑀𝑀′−2
𝑖𝑖=1               （3） 

Where,𝜏𝜏 = 𝑚𝑚𝜏𝜏0  is the smoothing time, 𝑚𝑚  is the smoothing factor (1 ≤ 𝑚𝑚 ≤ int(𝑀𝑀/3)), 

𝑀𝑀′ = 𝑖𝑖𝑖𝑖𝑖𝑖(𝑀𝑀/𝑚𝑚) + 1, 𝑦𝑦𝑖𝑖(𝑚𝑚) is the mean of 𝑚𝑚 frequency data (Mao et al., 2011). 

Satellite Clock Error Prediction Methods 

Polynomial Model 

These models are typically constructed based on the time-frequency characteristics of atomic 

clocks, including phase, frequency, and frequency drift. They mainly include the LP model 

and the QP model. The QP model's equation is as shown in Equation (1). 

Grey Model 

The grey model is the process of sequentially accumulating the original time series to form a 

new sequence with distinct characteristic patterns, and then approximating it with the solution 

of a first-order linear differential equation (Li et al., 2016). The model is expressed as: 

𝑋𝑋(1)(𝑘𝑘 + 1) = �𝑋𝑋(0)(1) − 𝜇𝜇�
𝛼𝛼�
� ⋅ 𝑒𝑒−𝛼𝛼�𝑘𝑘 + 𝜇𝜇�

𝛼𝛼�
                                     (4) 

Where, 𝑋𝑋(0) = �𝑋𝑋(0)(1),𝑋𝑋(0)(2),⋯ ,𝑋𝑋(0)(𝑛𝑛)�  is the original clock error sequence, 𝑋𝑋(1) =

�𝑋𝑋(1)(1),𝑋𝑋(1)(2),⋯ ,𝑋𝑋(1)(𝑛𝑛 − 1)� is the accumulated clock error sequence, 𝜇̂𝜇  is the grey 

action quantity, reflecting the fluctuation of the sequence, 𝛼𝛼�  is the grey coefficient, 

representing the evolution trend between sequences, 𝑒𝑒 is the natural constant. The original 

clock error sequence 𝑋𝑋(0)(𝑘𝑘) can be sequentially restored by subtracting as follows: 

𝑋𝑋(0)(𝑘𝑘) = 𝑋𝑋(1)(𝑘𝑘) − 𝑋𝑋(1)(𝑘𝑘 − 1)                                           (5) 

ARIMA Model 
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The ARIMA model combines Autoregressive (AR) and Moving Average (MA) models and 

introduces differencing methods to handle non-stationary time series predicting. GNSS 

satellite clock error sequences exhibit significant non-stationary characteristics. The ARIMA 

model effectively eliminates trend and periodic components from non-stationary sequences 

through differencing, enabling modeling and predicting of the processed clock error 

sequences. The ARIMA (p, d, q) model is defined as {𝑥𝑥𝑡𝑡} ∼ARIMA (p, d, q), where {𝑥𝑥𝑡𝑡} is 

the data sequence, p and q are the orders of the model, and d is the number of differences. 

When d=0, it reduces to the ARMA model:  

𝑥𝑥𝑡𝑡 = ∑ 𝑎𝑎𝑖𝑖𝑥𝑥𝑡𝑡−𝑖𝑖
𝑝𝑝
𝑖𝑖=1 + 𝜀𝜀𝑡𝑡 + ∑ 𝑏𝑏𝑗𝑗𝜀𝜀𝑡𝑡−𝑗𝑗

𝑞𝑞
𝑗𝑗=1                                        (6) 

Where, 𝑎𝑎𝑖𝑖 and 𝑏𝑏𝑗𝑗 are the autoregressive and moving average parameters, respectively, {𝜀𝜀𝑡𝑡} ∼

WN (0, 𝜎𝜎2) is a white noise sequence with variance 𝜎𝜎2 (Xi et al., 2014). 

Specific Experimental Method 

1. Apply quadratic polynomial fitting to single-day data and statistically analyze the fitting 

residual (noise) over the entire year. 

2. Apply quadratic polynomial fitting to single-day data to determine frequency drift and 

statistically assess the frequency drift accuracy over the entire year. 

3. When evaluating the frequency stability of satellite atomic clock using Hadamard variance, 

continuous data is utilized for computation. 

4. Based on 7 days of precise clock error data from Wuhan University (WHU), employ QP, 

GM, and ARIMA models to perform fitting and predicting of clock errors. Specifically, use 

the first 12 hours of clock error data each day for fitting and predict the subsequent 12 hours 

of satellite clock error, conducting accuracy analyses over predicting intervals of 3 hours, 6 

hours, and 12 hours.  

5. Due to the presence of abnormal data and data missing in the WHU precise clock error 

products, preprocessing of BDS satellite clock error data is necessary. Identifying outliers 

using the Median Absolute Deviation (MAD) method, and filling missing data through linear 

interpolation. 

 
Results and Discussion 
Experimental Data 

The experimental data were selected from the WHU precise clock error products with a 

sampling interval of 30 seconds, spanning one year from June 2023 to May 2024. For the 

clock error fitting and predicting analysis, data from seven consecutive days, corresponding 

to the Day of Year (DOY)146 to 152 in 2024, were utilized from the WHU precise clock 
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error products. Within the one-year timeframe, the WHU precise clock products include a 

total of 15 satellites for BDS-2 and 27 satellites for BDS-3. The 15 BDS-2 satellites are 

designated by the pseudo random noise codes (PRNs): C01, C02, C03, C04, C05, C06, C07, 

C08, C09, C10, C11, C12, C13, C14, C16, and all of them equipped with rubidium clock. 

The 27 BDS-3 satellites include 12 satellites designated by PRNs: C19, C20, C21, C22, C23, 

C24, C32, C33, C36, C37, C41, C42, which equipped with new rubidium clock, and 15 

satellites designated by PRNs: C25, C26, C27, C28, C29, C30, C34, C35, C38, C39, C40, 

C43, C44, C45, C46, which equipped with hydrogen clock.  

Satellite Clock Noise Analysis 

Assuming June 1, 2023, as the DOY 1 and May 31, 2024, as the DOY 366, the following 

figures present the annual time series of noise variations for BDS-2 rubidium clock, BDS-3 

new rubidium clock, and BDS-3 hydrogen clock. In Figures 1, 2, and 3, the vertical axes 

represent the noise (fitting residual) of each satellite at each epoch (30 seconds), and the 

horizontal axes represent the DOY. Figure 1 corresponds to BDS-2 rubidium clock, Figure 2 

corresponds to BDS-3 new rubidium clock, and Figure 3 corresponds to BDS-3 hydrogen 

clock. Table 1 presents the annual root mean square (RMS) value of noise for each BDS 

satellite clock, providing statistical data on the annual noise levels of each satellite clock.  

 
Figure 1: Time Series of Annual Noise of BDS-2 Satellite Rubidium Clock. 

 

 
Figure 2: Time Series of Annual Noise of BDS-3 Satellite New Rubidium Clock. 
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Figure 3: Time Series of Annual Noise of BDS-3 Satellite Hydrogen Clock. 

From the above three figures, it is evident that the BDS-2 rubidium clock exhibits relatively 

high noise level with significant fluctuation and a certain periodic trend. In contrast, the BDS-

3 new rubidium clock demonstrates lower noise level. During the early period (DOY 40 to 

60), there is a moderate degree of volatility, but overall, the noise level is lower and stability 

is higher compared to the BDS-2 rubidium clock. The BDS-3 hydrogen clock exhibits the 

lowest noise level with minimal fluctuation. Presenting smaller noise level and higher noise 

stability compared to the BDS-3 new rubidium clock.  

Table 1: Statistics of Annual Noise of BDS Satellite Clock. 

BDS-2 R BDS-3 R BDS-3 H 
PRN Noise (ns) PRN Noise (ns) PRN Noise (ns) 
C01 0.74  C19 0.70  C25 0.16  
C02 2.29  C20 0.21  C26 0.14  
C03 0.72  C21 0.85  C27 0.15  
C04 0.77  C22 0.22  C28 0.16  
C05 0.80  C23 0.48  C29 0.17  
C06 0.86  C24 1.43  C30 0.20  
C07 0.86  C32 0.22  C34 0.15  
C08 0.75  C33 1.82  C35 0.43  
C09 0.65  C36 0.17  C38 0.22  
C10 0.81  C37 1.65  C39 0.15  
C11 0.61  C41 0.20  C40 0.26  
C12 0.49  C42 0.17  C43 0.13  
C13 0.74    C44 0.23  
C14 0.32    C45 0.18  
C16 0.57    C46 0.14  

Mean 0.80   0.68  0.19  
 

Table 1 provides the annual RMS value of the noise for each BDS satellite. The statistics in 

Table 1 reveal that satellite C02 of BDS-2 exhibits significantly lower fitting precision 

compared to other BDS-2 satellites, with a fitting precision of 2.29 ns. This value is an order 

of magnitude higher than the mean RMS of the fitting residuals for all BDS-2 rubidium 

atomic clocks. Within the BDS-3 new rubidium clock, satellites C24, C33, and C37 

demonstrate poorer fitting precision relative to other BDS-3 new rubidium clocks. Similarly, 
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the RMS values of the fitting residuals for these three satellites are an order of magnitude 

higher than the mean RMS of the fitting residuals for all BDS-3 new rubidium atomic clocks. 

In contrast, all BDS-3 hydrogen clocks exhibit robust fitting precision, with the RMS value of 

the fitting residuals for each hydrogen clock on BDS-3 satellite being on the same order of 

magnitude as the mean RMS of the fitting residuals for all BDS-3 hydrogen atomic clocks. 

Notably, satellite C43 within the BDS-3 hydrogen clock has the lowest annual noise level, 

achieving an RMS value of 0.13 ns, and it also possesses the lowest noise level among all 

BDS satellite clocks. The annual average RMS values for BDS-2 rubidium clock, BDS-3 new 

rubidium clock, and BDS-3 hydrogen clock are 0.80 ns,0.68 ns, and 0.19 ns, respectively. 

Compared to BDS-2 rubidium clock, the enhancements in fitting precision for BDS-3 new 

rubidium clock and BDS-3 hydrogen clock are 15.00% and 76.25%, respectively. 

Satellite Clock Drift Analysis 

Taking the daily frequency drift of each BDS satellite as the vertical axis and the DOY as the 

horizontal axis, and creating Figures 4, 5, and 6. These figures represent the annual time 

series of frequency drift for BDS satellites, where Figure 4 corresponds to BDS-2 rubidium 

clock, Figure 5 corresponds to BDS-3 new rubidium clock, and Figure 6 corresponds to BDS-

3 hydrogen clock. Table 2 presents the annual RMS value of the frequency drift for each 

BDS satellite clock, providing a statistical overview of the annual frequency drift.  

 
Figure 4: Time Series of Annual Frequency Drift of BDS-2 Satellite Rubidium Clock. 

 

 
Figure 5: Time Series of Annual Frequency Drift of BDS-2 Satellite New Rubidium Clock. 
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Figure 6: Time Series of Annual Frequency Drift of BDS-2 Satellite Hydrogen Clock. 

From the above three figures, it is evident that BDS-2 rubidium clock exhibits a wide range 

of frequency drift, lower precision, and high volatility. Additionally, there is an upward trend 

away from zero, indicating a significant systematic bias. In comparison, BDS-3 new 

rubidium clock demonstrates a narrower frequency drift range and higher precision than 

BDS-2 rubidium clock. But it still shows a slight downward deviation from zero, suggesting 

the presence of minor systematic bias. BDS-3 hydrogen clock, exhibits the smallest 

frequency drift ranges, the most concentrated drift distributions, the highest precision, and no 

noticeable deviation from zero, indicating the absence of significant systematic biases. 

Table 2: Statistics of Annual Frequency Drift of BDS Satellite Clock. 

BDS-2 R BDS-3 R BDS-3 H 
PRN Drift (10-19) PRN Drift (10-19) PRN Drift (10-19) 
C01 10.61  C19 2.70  C25 2.13  
C02 44.70  C20 3.34  C26 1.12  
C03 10.96  C21 3.11  C27 1.10  
C04 16.76  C22 1.60  C28 1.33  
C05 7.66  C23 3.70  C29 1.35  
C06 10.48  C24 2.31  C30 2.24  
C07 13.08  C32 2.48  C34 1.04  
C08 7.79  C33 4.14  C35 2.03  
C09 8.49  C36 2.08  C38 3.71  
C10 12.99  C37 4.44  C39 2.18  
C11 4.41  C41 3.16  C40 1.54  
C12 4.96  C42 3.10  C43 1.36  
C13 8.47    C44 2.70  
C14 7.89    C45 1.56  
C16 4.30    C46 1.16  

Mean 11.57   3.01  1.77  
 

Since satellite clock drift value is inherent and cannot be adjusted, it can effectively reflect 

the degree of atomic clock aging. By the data from Table 2, it is observed that the annual 

average frequency drift value of BDS-2 satellite rubidium clock is on the order of 10⁻¹⁸. 

Given that BDS-2 satellite clock has been in operation for a longer period, it exhibits more 

pronounced aging effect, resulting in larger drift value.  
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Satellites C02, C04, C07, and C10 exhibit frequency drift values exceeding the average 

frequency drift value of BDS-2 rubidium clock. This is likely attributable to their earlier 

launch dates, which have led to more significant aging of their onboard atomic clocks. 

Conversely, the frequency drift value of the later-launched satellite C16 is markedly better 

than those of the other BDS-2 satellites' onboard rubidium atomic clocks. 

Among the BDS-3 new rubidium atomic clocks, satellite C33 exhibits the highest frequency 

drift value of 4.14 × 10⁻¹⁹, while satellite C22 has the lowest at 1.60 × 10⁻¹⁹. For the BDS-3 

hydrogen atomic clock, satellite C38 shows the highest frequency drift value of 3.71 × 10⁻¹⁹, 

and satellite C27 has the lowest at 1.10 × 10⁻¹⁹. These observations indicate that BDS-3 

hydrogen clock has both lower maximum and minimum frequency drift values compared to 

BDS-3 new rubidium clock. 

Table 2 also reveals that the frequency drift of BDS-3 satellite clock is on the order of 10⁻¹⁹, 

compared to 10⁻¹⁸ for BDS-2 satellites. Moreover, the annual average RMS value of 

frequency drift of BDS-3 hydrogen atomic clock is smaller than that of BDS-3 new rubidium 

atomic clock. Specifically, the average annual RMS values of frequency drift are 11.57 × 

10⁻¹⁹ for BDS-2 rubidium clock, 3.01 × 10⁻¹⁹ for BDS-3 new rubidium clock, and 1.57 × 10⁻¹⁹ 

for BDS-3 hydrogen clock. Relative to BDS-2 rubidium clock, the improvements in 

frequency drift precision for BDS-3 new rubidium and hydrogen clocks are 73.98% and 

84.70%, respectively. These enhancements are primarily due to the superior performance of 

the BDS-3 new rubidium and hydrogen atomic clocks and the fact that BDS-3 satellites were 

launched later, thereby avoiding severe clock aging issues. 

Satellite Clock Stability Analysis 

To evaluate the stability levels of different BDS atomic clocks, the PRNs of the BDS 

satellites are plotted on the horizontal axis, while the annual RMS values of satellite stability 

are depicted on the vertical axis. Figures 7, 8, and 9 illustrate the annual RMS values for one 

thousand seconds stability, ten thousand seconds stability, and daily stability for each satellite 

of BDS, respectively. Table 3 presents the statistical results of the annual RMS values of 

frequency stability of different BDS satellite atomic clocks.  
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Figure 7: Statistics of Annual One Thousand Seconds Stability of BDS Satellite Clock. 

 

 
Figure 8: Statistics of Annual Ten Thousand Seconds Stability of BDS Satellite Clock. 

 

 
Figure 9: Statistics of Annual Daily Stability of BDS Satellite Clock. 

From the three figures, the one thousand seconds stability of BDS-2 rubidium clock is mostly 

on the order of 10⁻¹³, while the ten thousand seconds and daily stabilities are generally within 

the 10⁻¹⁴ range. In contrast, BDS-3 atomic clocks’ one thousand seconds and ten thousand 

seconds stabilities are around the 10⁻¹⁴ level, with daily stabilities mostly achieving the 10⁻¹⁵ 

range. 

Combining the statistical information from Table 3, it can be concluded that the BDS-3 

hydrogen clock demonstrates superior stability compared to both the BDS-2 rubidium clock 

and the BDS-3 new rubidium clock, with the BDS-2 rubidium clock exhibiting the poorest 

stability. Specifically, the one thousand seconds stability and the daily stability precisions of 

BDS-3 new rubidium and hydrogen clocks surpass those of the BDS-2 rubidium clocks by 

one order of magnitude. The ten thousand seconds stability differences between BDS-2 and 

BDS-3 atomic clocks are relatively minor. Additionally, the one thousand seconds stability 

and ten thousand seconds stability precisions of BDS-3 hydrogen atomic clock are essentially 
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consistent with those of BDS-3 rubidium atomic clock. However, the daily stability of BDS-3 

hydrogen clock, which operates at the 10⁻¹⁵ level, significantly outperforms that of BDS-2 

rubidium clock. And it is markedly more precise than that of the BDS-3 new rubidium clock, 

with an improvement ratio of 45.64%.  

Table 3: Statistics of Annual Stability of BDS Satellite Clock. 

Satellite Clock One Thousand (10-14) Ten Thousand (10-14) Daily (10-15) 
BDS-2 R 13.22 4.25 21.69 
BDS-3 R 4.22 1.36 9.40 
BDS-3 H 4.20 1.35 5.11 

 

In the daily stability statistics, the rubidium clock of satellite C14 in the BDS-2 constellation 

exhibits relatively poor stability, with an annual daily stability RMS value of 7.09 × 10⁻¹⁴ and 

an annual ten thousand seconds stability RMS value of 2.26 × 10⁻¹⁴. The daily stability of this 

satellite is inferior to its ten thousand seconds stability, which may be attributed to the 

instability of the satellite clock data. 

Relative to the BDS-2 rubidium clock, the BDS-3 new rubidium and hydrogen clocks achieve 

precision enhancements in one thousand seconds stability by 68.08% and 68.23%, 

respectively. In ten thousand seconds stability, the precision improvements for BDS-3 

rubidium and hydrogen clocks are 68.00% and 68.24%, respectively. Regarding daily 

stability, the precision enhancements for BDS-3 rubidium and hydrogen clocks are 56.67% 

and 76.44%, respectively. 

Satellite Clock Error Prediction Accuracy and Stability Analysis 

To gain an intuitive understanding of the prediction accuracy and stability of the three types 

of BDS satellite atomic clocks under different prediction models and varying prediction 

durations, prediction residuals were plotted with prediction duration on the horizontal axis 

and prediction residual on the vertical axis. Figures 10, 11, and 12 present the time series of 

prediction residuals for 12 hours on the DOY 152 of 2024. From the three figures, it is 

apparent that among the QP, GM, and ARIMA models, the ARIMA model yields the most 

optimal prediction results.  

 
Figure 10: Prediction Residual Statistics of BDS Satellite Clock of QP. 
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Figure 11: Prediction Residual Statistics of BDS Satellite Clock of GM. 

 

 
Figure 12: Prediction Residual Statistics of BDS Satellite Clock of ARIMA. 

Tables 4, 5, and 6 report the mean RMS values of the prediction residuals for the three 

models across different prediction durations within a 7 days (DOY 146 to 152) period, 

thereby assessing the prediction accuracy of each model. Concurrently, Tables 7, 8, and 9 

provide the mean standard deviation (STD) values of the prediction residuals for the three 

models across different prediction durations within a 7 days (DOY 146 to 152) period, 

evaluating the prediction stability. Analysis of the aforementioned 6 tables reveals that the 

ARIMA model achieves mean RMS values of 0.85 ns for 12 hours prediction, 0.51 ns for 6 

hours prediction, and 0.35 ns for 3 hours prediction, thereby demonstrating superior 

prediction accuracy relative to the other two models. In terms of prediction stability, the 

ARIMA model achieves mean STD values of 0.75 ns for 12 hours prediction, 0.47 ns for 6 

hours prediction, and 0.31 ns for 3 hours prediction, further underscoring its optimal stability 

performance compared to the QP and GM models. 

For the entire BDS satellite constellation, the GM model exhibits slightly better prediction 

accuracy and stability than the QP model. For BDS-2 rubidium clock and BDS-3 hydrogen 

clock, the GM model's prediction accuracy and stability are superior to those of the QP model. 

However, for BDS-3 new rubidium clock, the QP model significantly outperforms the GM 

model in both prediction accuracy and stability in 3 hours, 6 hours, and 12 hours durations. 

Overall, the RMS values (with the mean of the three prediction models) of the prediction 

residuals of the BDS satellite clock in 3 hours, 6 hours, and 12 hours are 0.65 ns, 1.13 ns, and 

2.38 ns. The STD values of the prediction residuals are 0.61 ns, 1.08 ns, and 2.29 ns, 



                                                             Asian Conference on Remote Sensing (ACRS 2024)  

Page 15 of 20 
 

respectively. From the statistical results of the 6 tables above, it can be seen that the RMS 

value of the model prediction accuracy and the STD value of the prediction stability indicate 

that the prediction accuracy of the three models is mainly affected by the prediction stability.  

Table 4: Statistics of Prediction Accuracy for BDS Satellite Clock in 3 Hours. 

Model 3 h RMS (ns) 
BDS-2 R BDS-3 R BDS-3 H Mean 

QP 1.43 0.55 0.46 0.81 
GM 1.20 0.89 0.25 0.78 

ARIMA 0.64 0.21 0.19 0.35 
Mean 1.09 0.55 0.30 0.65 

 

Table 5: Statistics of Prediction Accuracy for BDS Satellite Clock in 6 Hours. 

Model 6 h RMS (ns) 
BDS-2 R BDS-3 R BDS-3 H Mean 

QP 2.72 0.99 0.80 1.50 
GM 2.21 1.59 0.31 1.37 

ARIMA 0.97 0.31 0.26 0.51 
Mean 1.97 0.96 0.46 1.13 

 

Table 6: Statistics of Prediction Accuracy for BDS Satellite Clock in 12 Hours. 

Model 12 h RMS (ns) 
BDS-2 R BDS-3 R BDS-3 H Mean 

QP 6.08 2.03 1.77 3.29 
GM 5.10 3.58 0.34 3.01 

ARIMA 1.64 0.58 0.33 0.85 
Mean 4.27 2.06 0.81 2.38 

 

For the entire BDS satellite constellation, the QP, GM, and ARIMA models can achieve 

prediction accuracies of 0.81 ns, 0.78 ns, and 0.35 ns, respectively, within 3 hours. The 

prediction stability within 3 hours can reach 0.79 ns, 0.74 ns, and 0.31 ns, respectively. The 

corresponding improvement ratios of ARIMA model to QP and GM models in prediction 

accuracy are 56.80% and 55.13%, respectively. The improvement ratios of prediction 

stability are 60.76% and 58.11%, respectively. Similarly, when the prediction duration is 6 

hours, the improvement ratios of ARIMA model to QP and GM models in prediction 

accuracy are 66.00% and 62.78%, respectively. The improvement ratios of prediction 

stability are 67.58% and 64.66%, respectively. It can also be concluded that when the 

prediction duration is 12 hours, the improvement ratios of ARIMA model to QP and GM 
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models in prediction accuracy are 74.16% and 71.76%, respectively. The improvement ratios 

of prediction stability are 76.26% and 74.66%, respectively. It can be observed that for the 

entire BDS satellite constellation, as the prediction duration increases, the ratios of 

improvement in ARIMA model prediction accuracy and prediction stability will also increase.  

Table 7: Statistics of Prediction Stability for BDS Satellite Clock in 3 Hours. 

Model 3 h STD (ns) 
BDS-2 R BDS-3 R BDS-3 H Mean 

QP 1.38 0.55 0.43 0.79 
GM 1.13 0.86 0.24 0.74 

ARIMA 0.64 0.15 0.14 0.31 
Mean 1.05 0.52 0.27 0.61 

 

Table 8: Statistics of Prediction Stability for BDS Satellite Clock in 6 Hours. 

Model 6 h STD (ns) 
BDS-2 R BDS-3 R BDS-3 H Mean 

QP 2.60 0.98 0.76 1.45 
GM 2.15 1.55 0.30 1.33 

ARIMA 0.96 0.23 0.23 0.47 
Mean 1.90 0.92 0.43 1.08 

 

Table 9: Statistics of Prediction Stability for BDS Satellite Clock in 12 Hours. 

Model 12 h STD (ns) 
BDS-2 R BDS-3 R BDS-3 H Mean 

QP 5.80 2.03 1.66 3.16 
GM 5.07 3.49 0.33 2.96 

ARIMA 1.56 0.39 0.31 0.75 
Mean 4.14 1.97 0.77 2.29 

 

For ARIMA model, the prediction accuracies for BDS-2 rubidium clock, BDS-3 new 

rubidium clock, and BDS-3 hydrogen clock in a 12 hours prediction duration reach 1.64 ns, 

0.58 ns, and 0.33 ns, respectively. Corresponding to prediction accuracy improvement ratios 

of 64.63% and 79.88% for BDS-3 new rubidium and hydrogen clocks relative to BDS-2 

rubidium clock. The prediction stabilities for those atomic clocks in the 12 hours prediction 

duration are 1.56 ns, 0.39 ns, and 0.31 ns, with improvement ratios of 75.00% and 80.13% for 

BDS-3 new rubidium and hydrogen clocks relative to BDS-2 rubidium clock. Similarly, 

when the prediction duration is 6 hours, the improvement ratios of the BDS-3 new rubidium 

clock and BDS-3 hydrogen clock compared to the BDS-2 rubidium clock in terms of 

prediction accuracy are 68.04% and 73.20%, respectively, and the improvement ratios of 
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prediction stability are 76.04% and 76.04%, respectively. It can also be concluded that when 

the prediction duration is 3 hours, the improvement ratios of the prediction accuracy of BDS-

3 new rubidium clock and BDS-3 hydrogen clock relative to BDS-2 rubidium clock are 67.19% 

and 70.31%, respectively, and the improvement ratios of prediction stability are 76.56% and 

78.13%, respectively. For BDS-3 hydrogen clock, the improvement ratio in prediction 

accuracy relative to BDS-2 rubidium clock increases with longer prediction durations. 

Among the three types of BDS satellite atomic clocks, the BDS-3 hydrogen clock 

consistently exhibits the highest prediction accuracy and stability across all three prediction 

models. The BDS-3 new rubidium clock outperforms the BDS-2 rubidium clock in both 

prediction accuracy and stability. 

In the process of positioning applications, BDS satellite clock error will have a significant 

impact on the signal in space range error (SISRE) of the satellite (Dong et al., 2024). 

Therefore, it is necessary to refine the basic clock error model to meet the requirements of 

high precision positioning. 

 
Conclusions 
This study analyzes the BDS satellite clock noise, frequency drift, frequency stability, based 

on one year of WHU precise clock error data. Based on 7 days fitted data, analyze the 

prediction results of BDS satellite clock error using QP, GM, and ARIMA models. The 

findings provide valuable insights and reference for understanding the performance of BDS 

satellite and refining the BDS satellite clock error model. 

The BDS-3 hydrogen clock exhibits the lowest annual noise level, with annual RMS values 

of 0.19 ns, compared to 0.80 ns for BDS-2 rubidium clock and 0.68 ns for BDS-3 new 

rubidium clock. Relative to the BDS-2 rubidium clock, the BDS-3 new rubidium and 

hydrogen clocks have been reduced in noise by 15.00% and 76.25%, respectively. 

The annual RMS values of frequency drift are 11.57 × 10⁻¹⁹ for BDS-2 rubidium clock, 3.01 

× 10⁻¹⁹ for BDS-3 new rubidium clock, and 1.57 × 10⁻¹⁹ for BDS-3 hydrogen clock. 

Compared to the BDS-2 rubidium clock, the BDS-3 new rubidium and hydrogen clocks 

demonstrate significant enhancements in frequency drift precision, with improvement ratios 

of 73.98% and 84.70%, respectively. 

The BDS-3 hydrogen clock exhibits superior frequency stability, with one thousand seconds 

stability exceeding BDS-2 rubidium clock by one order of magnitude and its daily stability 

reaching the 10⁻¹⁵ level. Specifically, the daily stability precision of the BDS-3 hydrogen 

clock improves by 76.44% compared to BDS-2 rubidium clock and by 45.64% compared to 
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BDS-3 new rubidium clock.  

The BDS-3 atomic clocks outperform the BDS-2 atomic clock in both prediction accuracy 

and stability, with BDS-3 hydrogen clock achieving the best results. As the prediction 

duration increases, the improvement ratio in prediction accuracy for BDS-3 hydrogen clock 

relative to BDS-2 rubidium clock also increases. Even at longer prediction durations, BDS-3 

hydrogen clock maintains superior prediction accuracy and stability, indicating that higher-

performing atomic clock achieves greater prediction precision. 

Among the three prediction models, the ARIMA model yields the most optimal results, 

providing the best prediction accuracy and stability. For the entire BDS constellation, the QP 

model does not perform as well as the GM model in terms of prediction accuracy and 

stability. However, for BDS-3 new rubidium clock, the QP model surpasses the GM model in 

both prediction accuracy and stability. Additionally, within the entire BDS satellite 

constellation, the improvement ratios for prediction accuracy and stability using the ARIMA 

model relative to the QP and GM models increase with longer prediction durations. 
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